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Abstract. This paper explains the methodology used to develop a high-resolution, multi-
dimensional Euler solver that is capable of handling non-ideal equation of state and stiff chemical
source terms. We have developed a pointwise implementation that has computational advantages
for our intended applications, as opposed to a finite volume implementation. Our solver allows
for the placement of internal reflective boundaries and the standard inflow and outflow and
reflective boundaries at the edge of the domain. We discuss the spatial discretization and the
temporal integration schemes, upwinding and flux splitting and the combined use of the Lax–
Friedrichs and Roe schemes to solve for the required fluxes. A complete description of the
pointwise internal boundary method is given. An overall summary of a representative code
structure is given. We provide details on the verification of our integrated set of algorithms that
resulted in an application code. We demonstrate the order of convergence for test problems.
Two example applications from measurement of detonation shock dynamics and deflagration to
detonation transition in porous energetic materials are presented.

1. Introduction

The dynamics of reactive compressible flow is difficult to compute numerically because of
fine scales associated with the chemical reaction zone. Accuracy requires fine resolution
of these zones even if they are orders of magnitude smaller than scales imposed by the
global geometric constraints or initial conditions. Further, the reaction rate chemistry for
energetic materials that can support rapid combustion or detonation is usually modelled with
state-sensitive reaction rates. The accuracy of underlying schemes used to simulate flows
is often adversely affected by this strong rate sensitivity.

Engineering applications of great interest involve multi-dimensional and time-dependent
flows, often in complex geometries and with material boundary interactions. Condensed
explosives, rocket propellants and other pyrotechnic materials such as explosive powders
are modelled as compressible flows with non-ideal (stiff) equations of state (EOS) with
highly sensitive reaction rate sub-models as well. Thus the larger engineering requirements
of modeling energetic materials mandate the use of continuum constitutive theory that is
very non-ideal in the classical sense of materials. The capability to deal with non-ideal
equation of state, sensitive reaction rates and interaction of flows with internal boundaries
are essential requirements for engineering codes that can handle real material engineering
problems of significance.
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Our own physical interests are in two related but distinct areas, both of which require
a quality simulation with the capabilities described above. Deflagration-to-detonation
transition (DDT) simulations in porous energetic materials is an important problem that
arises in the safe handling of explosives. The impact of a bed of granular explosive powder
by impactors of various sizes and shapes is a specific problem where the size and speed of the
impactor can be used to identify ignition criteria. The EOS used in modeling this problem
is highly non-ideal. We refer the reader to our recent efforts documented in [1] and [2]. The
ideal EOS application we are also interested in arises in a natural way if one simply asks
the question: Can one measure the dynamics of the motion the lead detonation shock in a
detonation flow? In particular can one make a direct measurement of the normal velocity of
the shock, the curvature and related intrinsic geometric quantities of the detonation shock,
or an inert shock for that matter? To do so requires a high resolution simulation, since
determination of the normal shock velocity, for example, involves a derivative of the shock
locus. For more background the reader is referred to [3] and[4].

This paper explains the methodology that we used to develop a high-resolution, multi-
dimensional Euler solver that is capable of handling non-ideal equation of state and stiff
chemical reaction rate terms. In addition our solver allows for the placement of internal
reflective boundaries in its current formulation, as well as the standard inflow and outflow
and reflective boundaries at the edge of the domain. In constructing our solver we have
drawn heavily on the excellent work of Harten, Osher, Enquist, Shu, Leveque, Quirk,
Berger, Rogerson, Meiburg and Roe, and others [5, 6, 8, 9, 10, 11]. Our motivation for this
work was more or less exclusively derived from the applications listed above. However we
found that there was not a direct path to integration and implementation of the modern high
resolution methods for these applications. In particular we found it necessary to develop and
implement a pointwise method on a Cartesian grid that would allow a (non-moving) body of
arbitrary shape in two dimension to be embedded in the flow field. Distinct advantages were
apparent for our applications with this strategy, compared with Cartesian boundary method
for finite volume scheme [6]: The time step restriction due to small cells was removed and
it was easier to implement high-order boundary conditions on the (internal) body, We found
that our strategy was reasonably computationally efficient. For our stated purposes, in the
process of verification, we found that our scheme exhibited close to fifth-order convergence
rates.

The philosophy of the paper is to (hopefully) present the methods we used in a clear
way so that they can be duplicated if desired. Section 2 describes the scheme that allows for
embedded boundaries. Specifically we discuss the spatial discretization and the temporal
integration schemes, upwinding and flux splitting and the combined use of the Lax–
Friedrichs and Roe scheme to solve for the required fluxes. A complete description of the
pointwise internal boundary method is given. Finally an overall summary of a representative
code structure is given. In section 3 we provide details on the verification of our integrated
set of algorithms that resulted in an application code. We give results for the order of
convergence and show results for a number of test problems. In section 4 we present two
example applications and the related details of the formulation that were required to do the
computations shown. The first example is drawn from the direct measurement of detonation
shock dynamics, as computed from a direct numerical simulation of the Euler equation for
a ideal equation of state and an Arrehnius rate law. The second example application is
taken from the DDT problem described above, where issues of non-ideal equation of state
are pre-eminent.
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2. A high-order hyperbolic (Euler) solver for non-ideal flows with embedded
boundaries

The general conservation laws we are solving can be expressed as

u,t +[f(u)],x +[g(u)],y = s(u) , (1)

whereu ∈ Rm is a vector whose components are the independent variables,f , g ∈ Rm are
flux functions inx andy directions respectively, ands ∈ Rm is the source term. For 2-D
reactive Euler equations,m > 5.

2.1. Discretization and temporal integration

Equation (1) can be rewritten as

u,t = L(u) ≡ s(u)− f(u),x −g(u),y , (2)

whereL(u) is a spatial differential operator onu. If the spatial dependence ofu on x and
y is known, then (2) can be regarded as an ordinary differential equation (ODE) in time. If
an rth-order numerical approximation toL(u) is given for all time by

L(u) = L(u)+O((1x)r , (1y)r) , (3)

then the truncated version of equation (2) can be solved strictly as a system of ODEs ,and by
numerical means with the use of a Runge–Kutta scheme. Such a spatial truncation followed
by a numerical integration is commonly referred to as the methods-of-lines approach, which
allows for independent temporal and spatial approximations.

Shu and Osher [7] derived the standard Runge–Kutta scheme to solve (2) such that if the
discrete approximation ofL(u) has the property of total variation diminishing (TVD), then
the time integration of the corresponding system of ODEs is also TVD. The second-order
time integration scheme is written as

u(1) = un +1tL(un) , (4)

un+1 = 1

2
un + 1

2
L(u(1))+ 1t

2
L(u(1)) (5)

where the superscriptn denotes time step, andu(1) is an intermediate variable. Their
third-order scheme is given by

u(1) = un +1tL(un) , (6)

u(2) = u(1) +1t
[

1

4
L(u(1))+ 1

4
L(un)

]
, (7)

un+1 = u(2) +1t
[

1

6
L(u(2))+ 1

6
L(u(1))+ 2

3
L(un)

]
. (8)

Next we discuss the spatial discretization method.

2.2. Upwinding and flux splitting

For the discretization of a computational domainD, let

xi = i ·1x , yj = j ·1y , where i = 0, 1, ..., N , j = 0, 1, ...,M .

The numerical approximation to the spatial operatorL(u) is taken to be

L(u) = si,j −
[

1

1x

(
f̃i+1/2,j − f̃i−1/2,j

)+ 1

1y

(̃
gi,j+1/2− g̃i,j−1/2

)]
, (9)
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where si,j is the source term and̃fi+1/2,j and g̃i,j+1/2 denote interface fluxes in thex
andy direction respectively. Notice that the flux calculations are independent inx andy
directions. For example,̃fi+1/2,j is calculated component-wise holding indexj fixed, i.e.
along a slice of data inx-direction.

It is important to point out that since we employ a pointwise method the source termssi,j
are evaluated exactly on the grid points. In a finite volume method one must reconstruct
the source terms through additional interpolation. This property of direct evaluation of
source terms is particularly useful in the engineering applications that will be presented in
sections 3 and 4, where the source terms are somewhat complicated and special treatments
are required.

Calculation of the interface fluxes is a key element of the spatial integration, and varies
from scheme to scheme. In this section, two interpolation schemes are introduced along with
the implementation details. The Lax–Friedrichs (LF) scheme uses information solely from
the flux function, while the Roe scheme linearizes the hyperbolic system and represents the
fluxes in terms of independent, characteristic waves. Both schemes utilize the upwinding
technique and high-order spatial interpolation. For clarity, we discuss the Lax–Friedrichs
scheme and illustrate upwinding idea using a scalar equation in one dimension,

u,t +f (u),x = 0 . (10)

The idea of upwind differencing originates from the property of hyperbolic PDEs that a
disturbance (or a signal) travels only along the characteristics of the PDEs. For numerical
approximation to derivatives, we want to use upstream information to construct difference
schemes, or to formulate high-order approximation to the flux functions. In equation (10)
for example, a disturbance will travel to the right if the derivative of the fluxf ′ > 0. Thus
on a 1-D grid,fi ≡ f (u(xi, t)) is considered an upstream value offi+1, and is used to
approximate the interface valuêfi+1/2 in a first-order scheme. Similarly,fi+1 is used to
approximatef̂i+1/2, if f ′i < 0. The importance of the upwinding is to increase the stability
of a scheme, especially at discontinuities.

High-order spatial integration accuracy is achieved with high-order approximation of the
flux functions at cell interfaces. The distribution of interpolation points (stencil) is chosen
according to the upwinding strategy. More points in upstream direction are used in a stencil
to construct interpolants. For the ENO stencil, the first interpolation point is always chosen
from the upstream site.

2.2.1. The Lax–Friedrichs scheme.The numerical flux (which is different from the exact
flux which would be given by solving a Riemann problem) used in the Lax–Friedrichs (LF)
scheme has the form

f̂ (u) = f +(u)+ f −(u) , (11)

wheref + andf − satisfy

df +

du
> 0 , and

df −

du
6 0 .

One choice for the plus and minus fluxes (f + andf −) is

f ±(u) = 1

2
(f (u)± αu) , where α = max|f ′(u)| , u ∈ D . (12)

According to upwinding, the flux at an interface is defined by

f̂i+1/2 = (f +i + f −i+1) . (13)
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Variation of the definition ofα in (12), which controls the amount of viscosity or
diffusion of a scheme and can result in different variations of the LF method. For the
global method, the maximum of the derivative is searched in the whole domainD, the
maximum can also be defined for a smaller set, such as a line of data, or even a pair of
neighbouring points of the interface.

The global LF scheme is computationally economical as compared with the Roe scheme
for larger systems, since no decomposition into characteristic variables is needed. However,
it does require twice as much interpolation sincef + andf − must both be computed.

2.2.2. The Roe scheme.The Roe flux splitting scheme for the 1-D scalar equation (10) is
relatively simple to state. At an interfacexi+1/2, the wave speed is given byλi = f ′(ui),
if f (u) is smooth, and by

λi = fi+1− fi
ui+1− ui , (14)

if f (u) is nonsmooth. The speed so defined agrees with that obtained from the solution of
the Riemann problem at the interface, with the initial dataul = ui andur = ui+1. Once the
wave structure is known, the interface flux is calculated by an interpolation routine using
upwinding.

For a nonlinear system of equations in one dimension,

u,t +f(u),x = 0 ,

wave structures are determined by the characteristics of the local JacobianJ of the flux
functions. For example, the eigenvalues ofJ give the local wave speeds. Thus the scalar
flux calculation can be applied to each characteristic field in the characteristic space, or the
eigen-space. The local mapping operator from the physical space to the characteristic space
is the left orthogonal eigenvector matrix ofJ evaluated at an averaged state, or the Roe
state, which can be obtained by solving a locally linearized Riemann problem with initial
data being the right and left neighboring states. The expression of the Roe state depends on
the equation of state (EOS). For the ideal EOS, Roe’s method [11] works out simply. For
a general nonlinear EOS, Glaister [12] proposed an efficient method to solve the linearized
Riemann problem. We use Glaister’s method to express the Roe state for a non-ideal EOS
that is suitable for porous energetic material–HMX, (see section 4.2.2).

Next we give the procedure of the Roe scheme in one dimension. The implementation
in two dimension will be discussed in section 4.2. Let

J = ∇f(u) = L3R , where LR = I, (15)

be an eigenvalue-eigenvector decomposition ofJ , evaluated at the interface with the Roe
averaged states. Local linear decompostion intom independent equations of the system
(1) can be obtained at each interface by left multiplying (1) by matrixL. Hence the
characteristic fluxf c is

f c = L · f . (16)

Each component off c is then interpolated at the cell interface (as in the scalar equation
case), and the interface fluxf ci+1/2 is determined by upwinding. Then the interface flux in
the characteristic space is mapped back to physical space by

fi+1/2 = R · f ci+1/2 , (17)

which will be used in the spatial operatorL(u) in equation (9).
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Numerical solutions obtained with the Roe scheme usually exhibit sharper shocks,
(i.e. are less diffusive) than for the LF scheme. Interpolation of the characteristic fluxes
minimizes the effect of nonlinearity of the system on numerical solutions. One shortcoming
of Roe’s scheme is that the weak solutions are not guaranteed to be entropy satisfying ones,
i.e. the solutions may violate the entropy condition, thus not be physical [13]. A cure
for this problem, called an entropy fix, is added to the Roe scheme in our solver. If the
entropy violation is detected to occur, (e.g. eigenvalues ofJ are close to zero,) then the
flux calculation of Roe’s scheme is replaced by that of the LF scheme locally. For example,
if the second eigenvalue,λ2, of J is zero, then the flux in the second characteristic field,
or the second component off c, f ci (2), is calculated by

f ci (2) = f c+i (2)+ f c−i+1(2) , (18)

where the plus and minus fluxes are defined according to (12). Numerical tests shows that
the entropy fix scheme works well. It effectively stabilizes the solution near shocks and
suppresses the disturbances otherwise would grow.

2.3. High-order spatial approximation

In this section, we describe the interpolation used to obtain the high-order spatial
approximation, which is used in both the LF and Roe schemes. Recall from (3) that
we want to formulateL(u) such that

L(u) = L(u)+O((1x)r , (1y)r) .
Polynomial interpolants off +i and f −i in the LF scheme, and of components off ci in
the Roe scheme are constructed locally to achieve high-order accuracy. We use weighted
ENO scheme (WENO), first introduced in [14], and later improved in [15]. The WENO
scheme improves on the ENO scheme by achieving high-order interpolation through a
convex combination of several interpolants (see [14] and [15] for details). The advantage
of the WENO scheme, as compared with the ENO scheme, is that it provides a continuous
data dependency, and convergence for nonlinear systems can be proven (under certain
restrictions) [15]. The results presented here use the fifth-order scheme of Jiang and Shu
[15] and for completness, the fifth-order scheme is reviewed next.

For the spatial operator, (9), an approximation to the interface flux is needed, i.e.
f̃i+1/2, etc. If ∂f/∂u > 0, then the first-order scheme would bef̃i+1/2 = fi . For the WENO
scheme,f̃i+1/2 = W(qi−1, qi, qi+1), where the functionW is a convex combination of the
three quadratic interpolants,qi−1, qi, qi+1, evaluated atxi+1/2. Each quadratic interpolant
in turn is a function of three nodes, and these evaluated atxi+1/2 are:

qi−1 = 1/3fi−2− 7/6fi−1+ 11/6fi ,

qi = −1/6fi−1+ 5/6fi + 1/3fi+1 ,

qi+1 = 1/3fi + 5/6fi−1− 1/6fi+2 .

The functionW is evaluated as follows:

W = wi−1qi−1+ wiqi + wi+1qi+1

where

wi−1 = αi−1

αi−1+ αi + αi+1
, wi = αi

αi−1+ αi + αi+1
, wi+1 = αi+1

αi−1+ αi + αi+1
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and

αi−1 = 1

(ε + ISi−1)2
, αi = 6

(ε + ISi)2 , αi+1 = 3

(ε + ISi+1)2

and

ISi−1 = 13

12
(fi−2− 2fi−1+ fi)2+ 1

4
(fi−2− 4fi−1+ 3fi)

2 ,

ISi = 13

12
(fi−1− 2fi + fi+1)

2+ 1

4
(fi−1− fi+1)

2 ,

ISi+1 = 13

12
(fi − 2fi−1+ fi+2)

2+ 1

4
(3fi − 4fi+1+ fi+2)

2 .

We point out that the data structure of the scheme is suitable for parallel computing
using the technique of domain decomposition. If we combine the third-order Runge–Kutta
scheme (equations (6) to (8)) with the fifth-order WENO interpolation, it is easily seen that
largest amount of computational time is spent on the spatial integration which has perfect
data independence, and can be run concurrently on multiple processors. Independence
means that an interpolation at point(i, j) is independent of the interpolation at point(k, l)
for i 6= k, j 6= l so that they can be performed simultaneously.

2.4. The internal boundary method for the Euler equations in two dimensions

Engineering applications usually require that simulations be carried out for complex
geometries. The computational domains can be multiply connected regions of arbitrary
shapes. The method we have developed for these applications is a pointwise method
implemented on Cartesian grid that allows a (non-moving) body of arbitrary shape in two
dimension to be embedded in the flow field. Comparing with the Cartesian boundary method
for a finite volume scheme [6], our method has the following advantages: (1) It removes
time step restriction due to small cells; (2) it is easy to implement high-order boundary
conditions on the (internal) body; and (3) it is computationally efficient, i.e. it does not
require extra computation, such as solving extra Riemann problems due to distorted cells
near the boundary. Therefore it is simple to apply to any pointwise scheme.

2.4.1. Internal boundary representation.An internal boundary is described by a level-set
functionψ(x, y), such that contourψ = 0 is the (closed) boundary. The inside region of
the boundary curve is denoted byB for body, and the outside region (inside computational
domainD) is denoted byF for flow field. The level-set function is assumed to satisfy

ψ(x, y) < 0, for all (x, y) ∈ F , (19)

ψ(x, y) > 0, for all (x, y) ∈ B , (20)

| E5ψ(x, y)| = 1, for all (x, y) ∈ D = F ∪ B, (21)

which makesψ the distance function. It can be proven that the requirement of condition
(21) guarantees that the normal function (a vector field function onD)

n(x, y) =
E5ψ(x, y)
| E5ψ(x, y)| (22)

is a constant along a trajectory perpendicular to anyψ = constant surface. Hence one can
calculaten at a point which does not necessarily lie on the internal boundary.

Expressing the distance function analytically for an arbitrary boundary is very difficult.
For the problems we discuss later as applications of this integrated methodology, the function
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ψ(x, y) can be expressed analytically. A numerical approximation can be used for more
complicated boundaries.

2.4.2. Reflective boundary condition.It is common to use a non-penetrating, or a reflective
boundary condition, on a non-moving objects and that condition is used later in our
presentations of the applications. The reflective boundary condition requires that velocity
component normal to the boundary be zero at the boundary. LetXB denote an internal
boundary point, andXF denote a point in flow field, which is a mirror image ofXB along
normal direction (see figure 1). Then the reflective boundary conditions are

Density : ρ|XB = ρ|XF ,
X-momentum :(ρun)|XB = −(ρun)|XF , (ρut )|XB = (ρut )|XF ,
Y-momentum :(ρvn)|XB = −(ρvn)|XF , (ρvt )|XB = (ρvt )|XF ,
Total energy : Et |XB = Et |XF
Prog. var. : λ|XB = λ|XF

whereun andvn are velocity components that are normal to the boundary; andut andvt are
velocity components that are tangential to the boundary. The pointXF does not usually lie
on a grid point, so a 2-D interpolation scheme should be employed to determine the state
from the neighboring four grid points,XF1 , XF2 , XF3 andXF4 as shown in figure 1. In our
solver, a bilinear interpolation,

B(x, y) = a + b x + c y + d xy , (23)

is used. We calculate the coefficientsa, b, c, d in the polynomial by fitting it to the four
states corresponding to the four neighbouring points. The state ofXF is given byB(XF ) the
bilinear interpolation function. Then the reflective boundary condition applies. Furthermore,
if the neighboring four points do not include the internal boundary points, the calculation
of the coefficients in (23) is explicit, otherwise the calculation is implicit. In the case of
implicit calculation, a relaxation method is used to determine the coefficients iteratively.

2.4.3. Implementation of the internal boundary method.The computational module
developed for the implementation of internal boundary method executes the following two
steps:

(a) Preprocessing. In this step, the distance functionψ(x, y) is calculated for a given
internal boundary curve, using either an analytical formula or a numerical approximation.
The data generated includes an index set of the internal boundary points, their coordinates
and the associated normal directions,n of ψ(x, y) at the points. It also includes an index
set of mirror images of the internal boundary points and their surrounding (four) grid points.
For the non-moving boundary, the bilinear interpolation coefficients are fixed for a given
geometry, they are included in the preprocessing as well.

(b) Boundary update. The reflective boundary conditions are updated at the boundary points
for each time step in the main hydrodynamic loop.

To determine the index set in step (a), one uses the property of the distance function
(19). For(x, y) ∈ D andψi,j > 0, one checks for

ψi+k,j < 0 or ψi,j+k < 0 , for k = −r, ...0, ...r (24)
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Figure 1. Implementation of internal boundary conditions. The state at the internal boundary
pointXBi.j is the reflected state of mirror pointXF .

wherer is the order of accuracy of the scheme. If any of the inequalities holds, then point
(i, j) is an internal boundary point, or a point on the internal boundary.

Most information needed in the step (b) is generated in the step (a), therefore the internal
boundary calculation in the main update is efficient.

2.5. Summary of the integrated algorithm

We summarize our scheme by a flow chart displayed in figure 2, in which each block
represents a functional module. For completeness we also mention two more minor issues
in the implementation. The first issue is the time step calculation. Time step is calculated
usingCFL condition,

1t = CFL

Dim
min

{
1x

|u+ c| ,
1y

|v + c|
}

(25)

whereCFL is theCFL number, Dim (= 2) is the dimension of the problem andc, u,
and v are sound speed, velocity inx and y direction respectively. This formula is an
extension of the 1-D formula, and is evaluated at every grid point in the domain prior to
time integration. TheCFL number is in a range from 0.2 to 1.0 depending on the order of
the spatial integration algorithm and the problem, e.g. the stiffness of the source terms.

The second issue is the implementation of the external boundary condition. For the
problems presented in this paper, nonreflective and reflective boundary conditions are
required. To implement the boundary conditions, the computational domainD is first
augmented by adding external boundary points, called the ghost points, outsideD. See
figure 3. The number of the ghost points needed depends on spatial integration schemes.
The reflective boundary condition is implemented in the same way as used in the internal
boundary algorithm. The states of the ghost nodes are the reflected state of the symmetry
points—the mirror image about the boundary—in the flow field. In the implementation of
the nonreflective boundary condition, the states of the ghost nodes are the same as that of
the boundary points.
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Figure 2. Flow chart of the algorithm. Each block is a functional module. Time integration
and the flux function interpolation are described in detail in section 2.

Figure 3. Implementation of external boundary conditions. For nonreflective boundary
condition, states at pointXN+1 , XN+2 are the same as that atXN . For reflective boundary
condition, state ofY−2 andY−1 are reflected state ofY1 andY2 respectively.

3. Verification of the code

Here we show the results obtained when the reactive Euler equations are coded in the
integrated manner discussed in section 2 and we discuss the verification of the code with
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the use of different test problems. The reactive Euler equations are coded and solutions are
verified by different test problems. The reactive Euler equations are generally assumed to
be of the form

w,t +(f(w)),x +(g(w)),y = s(u) , (26)

where

w =


ρ

ρu

ρv

ρEt
ρλ

 , f(w) =


ρu

ρu2+ p
ρuv

u(ρEt + p)
ρuλ

 ,

g(w) =


ρv

ρuv

ρv2+ p
v(ρEt + p)
ρvλ

 , s(u) =


0
0
0
0
ρrλ

 , (27)

In the equations,Et = e+ (u2+v2)/2 is the total energy, ande denotes the internal energy,
p is the pressure,λ is a reaction progress variable (λ = 0 for unreacted,λ = 1 for complete
reacted material).

In our first set of test problems we show results for an ideal EOS,

e = p

ρ(γ − 1)
−Qλ , (28)

whereγ is the polytropic exponent andQ is the heat of reaction. We take the rate law to
be an Arrhenius form whererλ is given by

rλ = k(1− λ)e−E/(p/ρ) , (29)

wherek is the rate constant, andE is the activation energy.
Two problems, detonation initiation and shock diffraction from a cylinder, are tested. We

first present the numerical verification of order of convergence, and then show comparisons
by contour plots and line graphs. Analytical convergence results are not available since the
system of PDEs are nonlinear.

3.1. Numerical verification of order of convergence

The problem we tested is 1-D detonation initiation, with the activation energyE = 10, the
heat releaseQ = 50, γ = 1.4, and rate constant,k = 7. Initially, there is a prescribed
densityρ = 1/(1+3e−x

2
), andu = 0, p = 1, λ = 0 everywhere. Note that this initial state

has an initial temperature which is 4 times as large at the origin than for|x| → ∞. Since
the reaction term is exponentially sensitive to the temperature, the reaction rate at the origin
is roughly 1800 times that of the|x| → ∞ region. The scheme described in section 2 is
used to solve numerically the above problem, on a domain 06 x 6 12. The initial burning
increases pressure in the system locally, and sends out acoustic waves. At roughlyt = 0.5,
these acoustic waves form into a shock, a reaction wave follows behind. Eventually the
accelerating reaction wave catches up to the shock and coalesces to form a detonation at
t = 3.5. See figure 4 for a pressure contour plot.

Since the exact solution is not available, we measure the relative errorE1 in the L1

norm during the time integration to estimate the order of convergence. Letrc denote the
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order of convergence. If a method is ofrth order, then for a uniform mesh withN grid
points, the error should satisfy

EN1 = O(1xrc ) .
When the uniform mesh is refined by doubling the grid points, we should have

E2N
1 = O

((
1x

2

)rc)
.

By assuming that the coefficients in the two formulae are the same, and solving forrc, we
obtain

rc = ln(EN1 )− ln(E2N
1 )

ln(2)
. (30)

Consequently, for two meshes of grid pointsN and 2N , one measures the relative errors
at the same grid points, and thus determinesEN1 . Then the rate of convergence can be
calculated according to (30).

Figure 4. Numerically convergedx− t pressure contour plot (WENO scheme withN = 3200).

TheL1 error together with the rate of convergence are tabulated for densityρ, pressure
p, velocity u, and mass fractionλ, as mesh is refined (att = 0.4, before any shocks are
formed). Both the Lax–Friedrichs (LF) and Roe (RF) flux splitting methods are tested with
various order of interpolation methods. Table 1 shows thatrc → 2 asN → ∞ for the
second-order (TVD) method with aCFL = 0.8, and second order Runge–Kutta scheme,
and rc → 5 for the fifth-order (WENO5) scheme with aCFL = 5.221x2/3, and a third
order Runge–Kutta scheme. (Note that thisCFL is chosen to eliminate time integration
errors since the time integration is only third-order, while the spatial scheme is fifth-order).
Notice that our test is carried out for thereactive Euler equations with nonlinear source
term, which is different from the previous similar convergence test (e.g. [7]), whereinert
Euler equations were solved.
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Table 1. Results of numerical test of convergence. In the table,N denotes grid points;E1 is the
L1 norm of error measured between two consecutive meshes att = 0.4; andrc is the numerical
rate of convergence.

Method N E1 − ρ rc − ρ E1 − p rc − p E1 − u rc − u E1 − λ rc − λ
200 8.65e-3 — 2.65e-2 — 1.81e-2 — 5.32e-3 —

MinMod 400 4.12e-3 1.04 1.20e-2 1.14 6.65e-3 1.44 1.57e-3 1.76
TVD-LF 800 1.63e-3 1.36 4.36e-3 1.46 2.74e-3 1.28 4.39e-4 1.84

1600 5.13e-4 1.67 1.41e-3 1.63 9.75e-4 1.49 1.19e-4 1.88

200 4.52e-3 — 1.33e-2 — 1.24e-2 — 3.81e-3 —
MinMod 400 1.53e-3 1.57 4.79e-3 1.47 4.18e-3 1.57 1.05e-3 1.85
TVD-RF 800 4.47e-4 1.77 1.51e-3 1.67 1.18e-3 1.82 3.02e-4 1.80

1600 1.26e-4 1.83 4.08e-4 1.89 3.05e-4 1.96 7.86e-5 1.94

200 8.65e-3 — 6.61e-3 — 3.95e-3 — 2.89e-4 —
WENO5- 400 1.98e-4 3.51 4.76e-4 3.71 2.68e-4 3.88 1.32e-5 4.45
LF 800 1.05e-5 4.24 2.36e-5 4.34 1.42e-5 4.24 5.85e-7 4.50

1600 3.90e-7 4.75 7.44e-7 4.98 4.73e-7 4.91 2.17e-8 4.75

200 7.94e-4 — 2.48e-3 — 1.64e-3 — 2.04e-4 —
WENO5- 400 5.92e-5 3.75 1.65e-4 3.91 1.15e-4 3.84 9.10e-6 4.49
RF 800 2.34e-6 4.66 8.88e-6 4.22 6.48e-6 4.15 3.38e-7 4.75

1600 8.94e-8 4.71 5.18e-7 4.10 3.61e-7 4.17 1.25e-8 4.76

Figure 4 shows the pressure contour plot versusx and t for the WENO scheme with
N = 3200. This plot is very well converged. For comparison, figure 5 is the same pressure
plot for the MinMod TVD scheme withN = 200, and figure 6 is for the WENO scheme
with N = 200. The WENO scheme clearly resolves the flow features better. A set of line
graphs comparing the converged solution (solid line, with N=3200) with the TVD scheme
(N=200) and WENO scheme (N=200) att = 3.0 show this even more dramatically. See
figures 7 and 8. Notice that unlike inert shock capturing, detonation shocks must resolve
the chemistry accurately to generate the correct shock locations and we believe this is a
difficult and demanding test for any scheme.

3.2. Test problems

A two-dimensional test problem is chosen to be that of a Mach number 2.81 shock diffraction
around a circular cylinder. See Bryson and Gross [16] for the experimental results. Roe’s
flux splitting scheme (with the LF entropy fix) and WENO5 is used. The numerical grid
used is 760× 530, which puts 200 points in the radius of the cylinder. Figure 9 shows
a contour plot of the density field which corresponds to roughly the time of figure 3 of
(Bryson and Gross). A model Schlieren plot at the same time is shown in figure 10. Note
that a numerically steady traveling shock wave was used as initial data to eliminate the
start-up errors inherent to all shock capturing schemes. This example demonstrates that the
internal boundary method works well, even for problems with strong shocks. Notice that
there is a small amount of noise generated near the reflected shock near the front of the
circular cylinder. This is most likely to do with the relatively slow motion of the reflected
shock on the numerical grid, even a TVD scheme produced some noise for this problem
(although it diffuses more quickly).
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Figure 5. x − t pressure contour plot (MinMod TVD scheme withN = 200).

Figure 6. x − t pressure contour plot (WENO scheme withN = 200).

4. Applications of the algorithm

In this section we present some practical examples of the application of these integrated
algorithms to problems that are drawn from areas of research that are of current interest to
us. In particular we present an application of the code to the measurement of detonation
dynamics of the shock for an explosive with an ideal equation of state. The second example
is drawn from the area of transition to detonation in non-ideal porous energetic materials.
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Figure 7. Line graphs att = 3.0 (TVD scheme withN = 200).

4.1. Example one: measurement of detonation shock dynamics from direct numerical
simulation

Recent theoretical work [17, 18, 19, 20], on detonation shock dynamics (DSD), has
suggested that under a wide range of flows that the motion of a detonation shock obeys an
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Figure 8. Line graphs att = 3.0 (WENO scheme withN = 200).

intrinsic partial differential equation, where the normal velocity of the shock is depenendent
only on other intrinsic quantities defined at the shock such as the curvature, and the first
and second normal time derivatives of the shock velocity and the curvature, for example.
To verify the quantitative accuracy of such theories, it is important to be able to measure
these intrinsic quantities, such as the normal detonation velocity,Dn, the curvature of the
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Figure 9. Density contours of a shock diffracting around a cylinder.

Figure 10. Model Schlieren plot of a shock diffracting around a cylinder.

shock front,κ, normal acceleration of the front,̇Dn, etc directly from that found in a DNS
of a detonating flow. This measurement, for comparison against theoretical prediction, is
demonstrated below and is a main topic found in [3] and a forthcoming paper.

It is important to notice that for the purpose of the measurement ofDn and Ḋn

numerically, we have to take derivatives of the shock passage time found from the numerical
solution of the DNS, which is a discrete function on a grid. This operation imposes a
rigorous restriction on the smoothness and accuracy of the solution since the operation of
differentiation amplifies the fluctuations in the solution, and decreases order of accuracy.
Thus to make unambiguous comparisons of the DNS with the predictions of DSD theory, it
is necessary to use a high order scheme for the DNS. Fifth order integration and smallCFL

numbers (ranging from 0.1 to 0.2) were used in the calculation presented in this section.

4.1.1. Governing equations and implementation of the Roe splitting scheme.The governing
equations we used for the shock dynamics measurements are the reactive Euler equations
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with ideal EOS, given by (26), (27) and (28). To implement our scheme with Roe’s
splitting method, we need to know the mapping operators between the physical space and
the characteristic space. For simplicity, we give an example in thex-direction. The Jacobian
matrix Jf of the flux functionf(w) has the form

Jf =


0 1 0 0 0

β

2 q̄
2− ū2 (3− γ )ū −v̄β β Qβ

−ūv̄ v̄ ū 0 0
−βū(H̄ − q̄2

2 ) H̄ − βū2 −ūv̄β γ ū βQū

−ūλ̄ λ̄ 0 0 ū

 ,
whereβ = γ − 1, andq̄2 = ū2+ v̄2. The barred quatities are the Roe averaged values, i.e.
variables or functions evaluated at the Roe states. For this model equation, the averaged
state can be derived as follows [11]

ρ̄i+1/2,j = √ρi,jρi+1,j

ūi+1/2,j =
ui,j
√
ρi,j + ui+1,j

√
ρi+1,j√

ρi,jρi+1,j

v̄i+1/2,j =
vi,j
√
ρi,j + vi+1,j

√
ρi+1,j√

ρi,jρi+1,j

λ̄i+1/2,j =
λi,j
√
ρi,j + λi+1,j

√
ρi+1,j√

ρi,jρi+1,j

H̄i+1/2,j =
Hi,j
√
ρi,j +Hi+1,j

√
ρi+1,j√

ρi,jρi+1,j

where

H = E + p
ρ

is the enthalpy.
The eigenvalues of the Jacobian are

λ
(f )

1,2,3,4,5,6 = (u− a), u, u, u, (u+ a) , (31)

wherea =
√
γp

ρ
is the sound speed. Notice that all the variables and their functions (in

(31) and in the expressions ofLf andRf in the next paragraph) are evaluated at Roe’s
averaged states and we omit the bar for simplicity. The eigenvalues describe the local
acoustic speeds of each characteristic field. The forward mapping operatorLf (from the
physical space to the characteristic space) and the backward mapping operatorRf are then
obtained as normalized left and right eigenvectors respectively. We have

Lf = 1

2a2


ua + βq2 −(a + βu) −βv β βQ

va − β q2

2 λ βuλ −a + βvλ −βλ a2 − βQλ
2a2 − β(1− λ)q2 2β(1− λ)u 2β(1− λ)v −2β(1− λ) −2β(1− λ)Q− 2a2

−va − β q2

2 λ βuλ a + βvλ −βλ a2 − βλQ
−ua + β q2

2 λ a − βu −βv β βQ


and

Rf =


1 1 1 1 1

u− a u u u u+ a
v v − a v v + a v

H − ua q2

2 − va −Q q2

2
q2

2 + va −Q H + ua
λ 1 0 1 λ


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Once the mapping operators are available, the Roe’s method can be implemented as
detailed in section 2.

4.1.2. Simulation of steady Chapman–Jouget detonation diffracting around a corner.The
application shown in this section specifically involves the diffraction of a steady planar
Chapman–Jouget (CJ) detonation around a 90 degree corner. The relevant parameters
are E = 25, Q = 25, γ = 1.4, and k = 16.418. The initial upstream pressure
and density are taken to be unity. This results in a steady CJ detonation velocity of
DCJ = 7.1247, with a half reaction-zone length of unity. The computational domain
D (of size 06 x 6 120, 0 6 y 6 120) is discretized by a numerical grid of 600× 600,
so that there are 5 points in the steady half-reaction zone. The detonation shock front is
initially located atx = 14, and the corner is located atx = 15. Again, to avoid start-up
errors, the initial states are chosen to be the numerically steady solution. The simulation is
carried out untilt = 14. A contour plot of the density at this time is given in figure 11.
A plot showing the contours of the reaction progress variable is given in figure 12. From
examination of the plots, it easy to see that there is a contact surface generated as the shock
slows going around the corner. Behind the shock, and ahead of this contact surface, there
is very little reaction, this is especially clear in figure 12.

As stated previously, one can measure the dynamics of the detonation shock by solving
the compressible, reactive Euler equations using a DNS. Unfortunately, intrinsic shock-
front dynamical quantities like the detonation shock speed, curvature of the shock front,
etc. are not directly available from a the primitive quantities found in the formulation of
the DNS. However if the fluid under goes a strong shock, the density jump at the shock
is roughly a constant. So the detonation front may be approximated by some intermediate
density (2.0 was used in these computations) between the undisturbed density,ρ = 1, and
the shocked density,ρ ≈ 4. For problems with quiescent upstream conditions, it can be
safely assumed that that the detonation shock front will pass a fixed Eulerian point at most
once. It is possible therefore to create a table of shock arrival times by sweeping over the
computational grid and searching for grid points where the quantity(ρ − 2) changes sign
from one time level to the next. The first such occurrence will be when the shock passes
over that fixed Eulerian point. Then quadratic interpolation in time can be used to get an
accurate estimate of the arrival time,tDNS

a (x, y). Once we have this DNS arrival table,
important quantities such as shock speed, curvature, and other intrinsic quantities can be
found. For example, the shock speed is given byDn = 1/| E∇ta|. The front locations are
given simply as contours oftDNS

a (x, y), etc. The contours of the DNS arrival times and
instantaneous detonation velocities for the previous example is shown in figure 13.

4.2. Example two: simulation of DDT in porous energetic materials

In this section, we present another example of an engineering application for deflagration-
to-detonation transition (DDT) simulations in porous energetic materials, which is important
for safety issues of high explosives.

A generic physical problem of interest concerns a block of porous explosive powder that
is intially compacted to 70% of its full density. The block is suddenly impacted by an object
(in this case an impenentrable bullet-shaped impactor) that drives into the porous explosive.
From the physical DDT tube experiment [21], and 1-D simulation [2], we expected to
observe the following sequence of events. The impact generates a compaction wave across
which the density goes from 70% of full density to 100% full density or more and that
travels at a steady speed normal to the compaction front. Burning near the impactor surface
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Figure 11. Density,ρ, contour plot att = 14.

Figure 12. Reaction progress,λ, contour plot att = 14. Dashed lines areλ = 0.1, 0.5, 0.9,
solid line is shock location att = 14.

starts to occurs, which pressurizes the region further and causes an even higher density
region (a plug) to form slightly away from the impactor surface. After an further induction
delay, vigorous detonation initiates in the dense plug region and travels at 6–7 km s−1

downstream through all layers of the material.
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Figure 13. Shock fronts are given as solid numbered contours. Detonation velocities,Dn are
given as dashed numbered contours.

A single mixture-phase DDT model (GISPA), is used to simulate this scenerio described
above [1]. The GISPA model has a conservative formulation that allows it to be cast in
the general form of the reactive Euler equations expressed by (27), appended to include a
compaction variable and a compaction rate law. In what follows, we introduce the specific
governing equations and their constitutive relations of the GISPA model. Then we focus on
the numerical implementation of the GISPA model using our solver, and show the simulation
results. A hypothetical experimental geometry is shown in figure 14. The hard boundary
bullet shown is approximated by a half circle, is embedded in a square body of explosive
with the attributes of HMX powder and is subjected to an impulsive motion at 100 m s−1.

4.2.1. The GISPA model and governing equations.The GISPA model embodies two phase
properties for gas and solid phases, in its constitutive description that describes the mixture
that comprises the porous energetic material. It has three conservation laws written for mass,
momentum, and total energy, plus two evolution equations for independent rate variables,
φ—a compaction variable that measures the extent of compaction, andλ— a reaction
variable that measures the extent of chemical reaction. Thus the governing equations of the
GISPA model is a hyperbolic system of six PDEs:

w,t +(f(w)),x +(g(w)),y = s(u) , (32)

where

w =


ρ

ρu

ρv

ρE

ρλ

ρφ

 , f(w) =


ρu

ρu2+ p
ρuv

u(ρE + p)
ρuλ

ρuφ

 ,



134 Shaojie Xu et al

Figure 14. Setup of the virtual DDT experiment of a bullet impact on explosive material.

g(w) =


ρv

ρuv

ρv2+ p
v(ρE + p)
ρvλ

ρvφ

 , s(u) =


0
0
0
0
ρrλ
ρrφ

 , (33)

and

E = e + 1

2
(u2+ v2) .

The nonzero source termrλ and rφ are rate functions for the compaction and the reaction
processes respectively.

The equation of state (EOS) assumed in the GISPA model is a combination of the Hayes
EOS (for solid phasees(ps, ρs) ) and the Jones–Wilkins–Lee (JWL) EOS (for gas phase
eg(pg, ρg) ) and takes the following general form

e(p, ρ, φ, λ) = (1− λ)es(ρ/φ , p/φ)+ λeg(ρ, p). (34)

The solid EOS has the form

es(ps, ρs) = 1

0
(ps − ps0)−

(
t3− ps0

ρs0

)(
1− ρs0

ρs

)
+t4

{(
ρs

ρs0

)n−1

− (n− 1)

[
1− ρs0

ρs

]
− 1

}
(35)

wheret3, t4 are defined as

t3 = CvsTs00/ρs0, t4 = H1/(ρs0n(n− 1)) ,

where0,H1 andn are empirical constantsCvs is the specific heat for pure solid andρs0,
Ts0 andps0 are the ambient density, temperature and pressure of the pure solid respectively.

The JWL EOS for the gas-phase can be expressed as

eg(pg, ρg) = 1

ωρg

[
pg −

(
AeC1/ρg + BeC2/ρg

)]− CvgTg0
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−Q+ 1

φs0ρs0

[
A

R1
eC1/ρg + B

R2
eC2/ρg

]
, (36)

whereω, A, B, R1, R2 are empirical constants;Q is a parameter to measure the detonation
heat release, andC1, C2 are defined byC1 = −R1φs0ρs0 , C2 = −R2φs0ρs0.

The parameters used in the solid and gas EOS (35) and (36), together with initial
conditions are listed in table 2.

Table 2. Parameters used in the Hayes (solid) and the JWL (gas) EOS and ambient properties.

EOS parameter Value

H1 (N m−2) 1.3× 1010

n 9.8
R1 4.2
R2 1.0
ω 0.25
A (N m−2) [−8.005+ 21.39(φs0ρ0)10−3 − 16.23(φs0ρ0)10−6

+4.595(φs0ρ0)10−9]1011

B (N m−2) [−0.014+ 0.0349(φs0ρ0)10−3 + 0.0156(φs0ρ0)10−6

−0.026(φs0ρ0)10−9]1011

Cvs (N.m kg−1 K−1) 1.5× 103

Cvg (N.m kg−1 K−1) [2.4− 0.28((φs0ρ0)10−3 − 1.3)]103

0 (kg m−3) 2.1× 103

Q(N.m) [7.91− 4.33((φs0ρ0)10−3 − 1.3)2

−0.934((φs0ρ0)10−3 − 1.3)]106

ps0 (N m−2) 1.0× 105

pg0 (N m−2) 1.0× 105

Ts0 (K) 300
Tg0 (K) 300
ρs (kg m−3) 1.9× 103

We adopted Hermann’s quasi-static compaction (theP − α) law, calibrated for HMX
material by Sheffield and Gustavsen [22], in the rate function of the compaction process,
which describes the equilibrium between compaction pressure and the deformation stress of
the bed

P(φ, Ph) =
{
Ph

(
1−

√
φ0(1−φ)
φ(1−φ0)

)
, p − p0 6 Ph

Ph , p − p0 > Ph .
(37)

The parameterPh is called hardening pressure or consolidation pressure, beyond which
material will crush to solid density. The compaction rate function is then given by

rφ = kφ
[
p − p0− P(φ, Ph)

]
. (38)

wherekφv is a rate constant, andp is the bulk pressure.
The reaction rate law used in the GISPA model contains two parts, one for slow a

rate in the porous compact and one for a fast rate in the fully dense material. The slow
burn rate model uses autocatalytic kinetics to describe grain surface burning in the porous
compact, and the fast rate model employs shock-to-detonation transition kinetics to describe
detonation initiation in fully compacted solid material. (See [1] for details.) We then have

rλ = H(p − Pign)

{
k1(λ+ α0)

b(1− λ) , switch = 0
k2(1− λ)exp(−E p0/Pshock) , switch = 1

(39)
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whereH(x) is heaviside function andPign is a parameter. The parametersk1, k2, b, α0, E
are constants, andp0 is the ambient pressure. In (39),switch is a function of density used to
detect high density region—the plug. The slow rate applies outside the plug (switch = 0),
and the fast rate applies inside the plug (switch = 1). The threshold value of density is
95% of the theoretical maximum density of HMX material. The secondary shock pressure
function Pshock, or Ps , is defined on the secondary shock front, and advected by the flow
field. Such a shock pressure is a constant along a material particle path. Calculation ofPs
will be discussed shortly.

Parameters used in rate functions (38) and (39) are calibrated against the experimental
data. For example, compaction rate constant in (38) is determined by calibrating the
compaction wave thickness to be 2 mm, which is observed in the experiment. Similarly,
we adjusted all the parameters and list them in table 3.

Table 3. Calibrated compaction and reaction parameters of the GISPA model for DDT simulation
using the new scheme.

Porosity φ = 0.7
Piston velocity up = 100 (m s−1)
Hardening pressure Ph = 1.2× 108 (Pa)
Compaction rate constant kφ = 4.0× 10−3 (kg m−1 s−1)
Initial product concentration α0 = 3.0× 10−7

Burn rate b = 1.0
Reaction rate constant k1 = 1.2× 105, k2 = 1.1× 106 (kg m−1 s−3)

Activation energy-like constant E = 6.2× 104

Ignition pressure control Pign = 1.0× 107 (Pa)

4.2.2. Implementation details.The first issue we discuss is the implementation of the Roe
flux splitting scheme. As described in section 2, we need to find eigenvectors and the left
orthogonal eigenvector matrices of the Jacobian off and g in equation (33), in order to
construct the mapping operator. LetJf be the Jacobian off , andJg be that ofg. Then
the JacobianJf (w) has the form

Jf =



0 1 0 0 0 0

a2− u2− β 2u− upe
ρ

−vpe
ρ

pe

ρ

pλ

ρ

pφ

ρ
−uv −v u 0 0 0

u(a2−H − β) H − u
2pe

ρ
−uvpe

ρ
u

(
1+ pe

ρ

)
upλ

ρ

upφ

ρ
−uλ λ 0 0 u 0
−uφ φ 0 0 0 u


, (40)

where subscripts denote partial derivatives ofp, and

β = pe

ρ
(H − (u2+ v2))+ λpλ + φpφ

ρ
, (41)

H = e + 1

2
(u2+ v2)+ p

ρ
, (42)

a2 = pρ + ppe
ρ2

. (43)
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The eigenvalues of the Jacobian are

λ
(f )

1,2,3,4,5,6 = (u− a), u, u, u, u, (u+ a) . (44)

The right eigenvector matrixRf can be chosen as

Rf =


1 1 1 1 1 1
u− a u u u u u+ a
v v − a v v v + a v

H − ua H − η2− va H + η3 H + η4 H − η2+ va H + ua
λ 1 1 0 1 λ

φ 1 0 1 1 φ

 , (45)

where

η2 = ρa2

pe
+ 1

pe
[(1− λ)pλ + (1− φ)pφ ] , (46)

η3 = − ρa
2

pe
+ 1

pe
[φpφ − (1− λ)pλ] , (47)

η4 = − ρa
2

pe
+ 1

pe
[λpλ − (1− φ)pφ ] . (48)

There is a freedom of choice regarding the eigenvectors corresponding to the multiple
eigenvalueu. A proper choice of the eigenvectors will ensure the invertability ofRf in a
robust fashion. The determinant ofRf given by (45) is

Det(Rf ) = −4a4ρ

pe
,

and it is seen that the determinant will not vanish in a physically meaningful flow field,
e.g. a non-vacuum state(ρ > 0). An improper choice of the eigenvectors will result in
a matrix whose determinant contains such factors asλ, φ or pλ, pφ , which will approach
zero during the DDT process, and consequently, the invertability ofRf is violated, which
can lead to a numerical instability. A singularity of this kind should be avoided.

Once the right eigenvector matrixRf is available, the left eigenvector matrixLf is the
orthogonal inverse ofR, which can be found as

Lf = 1

2ρa2


l1
l2
l3
l4
l5
l6

 , (49)

where the row vectorslk, k = 1, 2, ...,6, are given as

l1 = {z + ρau, −upe − ρa, −vpe, pe, pλ, pφ}, (50)

l2 = {cz − ρ(a2− av), −cupe, −cvpe − ρa, cpe, cpλ + ρa2, cpφ + ρa2}, (51)

l3 = {2(ρa2− c1z), 2c1upe, , 2c1vpe, −2c1pe, −2c1pλ, −2c1(pφ + ρa2)}, (52)

l4 = {2(ρa2− c2z), 2c2upe, 2c2vpe, −2c2pe, −2(c2pλ + ρa2), −2c2pφ}, (53)

l5 = {cz − ρ(a2+ av), −cupe, −cvpe + ρa, cpe, cpλ + ρa2, cpφ + ρa2}, (54)

l6 = {z − ρau, −upe + ρa, −vpe, pe, pλ, pφ}, (55)
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with intermeadiary variables

c = 1− λ− φ , c1 = 1− φ , c2 = 1− λ , (56)

z = ρpρ − epe − λpλ − φpφ + pe
(
u2+ v2

2

)
. (57)

Instead of going through the same lengthy algebraic excersices to find the mapping
operator forJg, we use the following symmetric relation betweenf andg

Jg(w) = [PJf (w)P ]u↔v (58)

whereP is the permutation matrix

P =


1 0
0 0 1

1 0 0
0 1 0

0 1 0
0 1

 (59)

and [X]u↔v means to interchangeu andv in matrixX. SinceP is a unitary matrix, i.e.
P = P−1, the eigenvalues ofJg(w) are the same as those ofJf (w) after interchangingu
andv

λ
(g)

1,2,3,4,5,6 = (v − a), v, v, v, v, (v + a).
Similarly, the right eigenvectors can be obtained from

r
(g)

i = [P r(f )i ]u↔v , i = 1, 2, ...,6 .

Hence, we obtain

Rg = {r(g)1 , r
(g)

2 , r
(g)

3 , r
(g)

4 , r
(g)

5 , r
(g)

6 } , (60)

andLg can be calculated in the same way asLf .
All the eigenvalues and vectors (the mapping operators) are evaluated at the Roe

averaged states:

ρ̃ = √ρrρl ,
ẽ =

√
ρlel +√ρrer√
ρl +√ρr ,

H̃ =
√
ρlHl +√ρrHr√
ρl +√ρr ,

ũ =
√
ρlul +√ρrur√
ρl +√ρr ,

ṽ =
√
ρlvl +√ρrvr√
ρl +√ρr ,

which are derived using Glaister’s method.
The second detailed issue of the implementation for this application is the calculation of

the secondary shock functionPs for reaction rate function. Initially,Ps = p0, the ambient
pressure. After the secondary compaction shock forms,Ps records the pressure values
along the shock front at each time step. Such shock front pressures are advected (oncePs
is defined) in the flow field by solving the equation (see [1])

(Ps),t +u(Ps),x +v(Ps),y = 0 . (61)
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To reduce the computational cost, the advection equation is solved separately from the
model governing equations. From the simplicity of the equation, we expect that (61) can
be solved by a simple numerical scheme. The numerical solution of this equation should
have as little diffusion as possible to maintain the strength of the pressure at the shock
front. Common finite-difference methods—forward Euler and McCormack’s method for
example—do not meet this requirement. The peak values are either diffused as the pressure
function is advected, or oscillations near the shock front.

A new solver is developed for the advection equation using a second-order Runge–Kutta
method for time integration and an upwind-second-order difference with a minmod-slope
limiter for spatial discretization. The scheme is TVD in both time and space. Following
the notation in section 5.1, we can express the scheme as

P (1)s = P (0)s +1tD(P (0)s ) , (62)

P (2)s = P (0)s +
1

4
1tD(P (0)s )+ 1

4
1tD(P (1)s ) , (63)

where the discrete spatial operatorD is

D(P (0)s ) = Ps(0)i,j + ui,j
1t

1x
Psx + vi,j 1t

1x
Psy , (64)

where the second-order approximation to the derivative is given by

Psx = (Ps)iu,j − (Ps)iu−1,j + σi , (65)

Psy = (Ps)i,ju − (Ps)i,ju−1+ σj , (66)

whereiu andju means that the indicesi andj are determined in the upwind fashion. The
minmod limiters,σi andσj , are obtained from the second derivatives. For example,σi is
determined by

σi = 1

1x
minmod((Ps,xx)i+1, (Ps,xx)i) , (67)

where

(Ps,xx)i+1 = (Ps)i+1,j − 2(Ps)i,j + (Ps)i−1,j , and (68)

minmod(a, b) = 1

2
(sign(a)+ sign(b))min(|a|, |b|) . (69)

The simple scheme turns out to be efficient and robust, and can be applied to solve advection
equations which admit discontinuities in their solutions. A numerical test has shown that for
the DDT problem the solution maintains the shock strength very well with little diffusion
or oscillation.

The third issue of implementation of the GISPA model is the calculation of the distance
function of the internal boundary—the bullet. Since the geometry of the bullet is relatively
simple an analytical formula can be found

ψ(x, y) =
{
r −

√
(x − l)2+ (y − l)2 , x > l ;

r − y , x 6 l , (70)

wherer is the radius of the bullet, andl is the length of the cylinder, (see figure 14). Once
ψ is calculated, the index set can be determined by the internal boundary method.
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Figure 15. Comparison of the 2-D simulation, (c), with the DDT tube test, (a), and the 1-D
simulation, (b). Data of graph (c) inx–t plane is taken at the vertical symmetry line of the
bullet.

4.2.3. Results. The simulation of the impact problem was run using both the Roe and
Lax–Friedrichs flux splitting method with various order of accuracy. The results presented
here are from the LF scheme with third-order Runge–Kutta in time and fifth-order WENO
in space. Compared with the Roe scheme, the LF scheme is faster, and exhibits sharper
shocks in the corresponding solution.

Taking advantage of the symmetry of the problem, we define the computational domain
D to be half of the physical domain shown in figure 14, which has physical dimension of 80
mm by 40 mm. The bullet is located in the lower left corner ofD with radiusr=12.5 mm.
The domainD is discretized by 400 points inx direction and 200 points iny direction. A
reflective boundary condition is applied to the internal boundary around the bullet and the
lower horizontal edge ofD—the symmetry line, and nonreflective boundary condition is
applied to the rest of the boundaries ofD. TheCFL number used in the solver is 0.6.

The simulation exhibits all of the major features that are observed experimentally. Figure
15(a) shows the results of a DDT physical experimental test displayed in anx–t plane, [21].
The locus labelledup is the trajectory of the supporting piston. The locusb is a burn front
where reaction can be observed to generate light. The locus labelledC is the primary
compaction wave that is initially created by the piston impact. The region between the
labels s and r is the high density plug region, wheres now refers to the location of the
secondary compaction wave that sits behind the primary compaction wave, andr is the rear
of the plug region. The labelsD1 andD2 show the locations of the emergence and further
propagation of a detonation shock as it evolves in the flow.

Figures 15(b) and 15(c) show similar diagrams taken from our simulation of the GISPA
model. Since the relevant experimental data is not available, we compare a 1-D slice of
data from the 2-D simulation with the DDT tube (the piston impact) experiments and its
1-D simulation [2]. Figure 15(b) shows the results of a 1–D simulation, and figure 15(c)
shows the results ofx − t data is taken at the lower boundary of the computational domain
(i.e. on the centerline of the bullet impactor)D, and the plot is shifted along thex-axis
such that the bullet head is located at 0. The comparison shows that the transition process
in the bullet impact is similar to that of the piston impact. The compaction structures are
almost identical in the time period shown. However, the effects of two dimensionality
is prominent. Due to the curvature effect of the bullet and the transverse flow, the plug
region of the 2-D simulation is thinner than that of the 1-D simulation. Also, the retonation
observed in the 2-D simulation is stronger than observed in the 1-D simulation.

In figure 16, we show three snap shots of the density and (log) pressure fields in the
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Figure 16. Snap shots of density (kg m−3) (left) and (log) pressure (Pa) (right) fields from the
GISPA 2-D simulation:T = 171µ s (top);T = 174µs (middle); andT = 178µs (bottom).

detonation initiation. It is seen that long time-scale phenomenon—compaction, and small
time-scale features—detonation are well resolved. The simulation predicts sharp and stable
wave fronts. As compared with the (second-order) McCormack’s scheme, which is used
for the 1-D DDT tube simulation, our solver uses only one fifth of the grid points, and yet
there are no observable oscillation of any kind in the solution.
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